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What is GlobalPing?
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GlobalPing Cont.
We use GlobalPing for

● Monitor our infrastructure (birds eye view)
● Use ping and traceroute on failing nodes

○ Identify if network problem or equipment failure
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So why replace GlobalPing?
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So why replace GlobalPing?
Answer: Rate Limiting!
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Our Solution with NDN
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Overview
● Use existing nodes for:

○ Sending requests
○ Gathering telemetry data
○ Collecting measurements
○ Forwarding/Routing
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Overview
● Use existing nodes for:

○ Sending requests
○ Gathering telemetry data
○ Collecting measurements
○ Forwarding/Routing

● There are two roles for each of the nodes
○ Monitoring Node
○ Measuring Nodes

● One Monitoring Node, multiple Measuring Nodes

● Using Golang NDNd library
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Note: This is a testbed!
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Naming Convention
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Naming Convention
Names reflect

● The role of the server
○ mibura/globalping/monitor
○ mibura/globalping/measurer
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Naming Convention
Names reflect

● The role of the server
○ mibura/globalping/monitor
○ mibura/globalping/measurer

● The characteristics of the topology
○ mibura/globalping/measurer/<region>/<city>/<server_id>
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Naming Convention Advantages
Utilizing this naming convention, we can order: 

● all nodes in a region to ping → mibura/globalping/measurer/<region>

● all nodes in a city to ping → mibura/globalping/measurer/<region>/<city>

● one server to ping → mibura/globalping/measurer/<region>/<city>/<server_id>

31



Naming Convention Advantages
Utilizing this naming convention, we can order: 

● all nodes in a region to ping → mibura/globalping/measurer/<region>

● all nodes in a city to ping → mibura/globalping/measurer/<region>/<city>

● one server to ping → mibura/globalping/measurer/<region>/<city>/<server_id>

● Previously, have to check a database, mapping IP to location

32



Naming Convention Advantages
Utilizing this naming convention, we can order: 

● all nodes in a region to ping → mibura/globalping/measurer/<region>

● all nodes in a city to ping → mibura/globalping/measurer/<region>/<city>

● one server to ping → mibura/globalping/measurer/<region>/<city>/<server_id>

● Previously, have to check a database, mapping IP to location

33



Takeaway: Naming 
conventions are a unique 
advantage of NDN
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Sync Groups
We use two sync groups

● Collecting → mibura/globalping/monitor
● Requesting → mibura/globalping/measurer
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Sync Groups
We use two sync groups

● Collecting → mibura/globalping/monitor
● Requesting → mibura/globalping/measurer

● Why two sync groups?
○ SVS Pub/Sub not available in NDNd yet
○ Implementation “hack”

■ Monitoring Node → Pub in requesting group, Sub in collecting group
■ Measuring Nodes→ Pub in collecting group, Sub in requesting group
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Future Work
● Implement trust schema

○ Only the monitoring node can publish requests
○ Only measuring nodes can publish measurements
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Future Work
● Implement trust schema

○ Only the monitoring node can publish requests
○ Only measuring nodes can publish measurements

● Nodes requiring few hops to reach can be slow in some edge cases

● Deployment to our infrastructure

39



Demo
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Q&A
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