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Cybersecurity at the Critical Edge 
(infrastructure)
• Increasing number of devices (300K-500K) 

• Increased attack surface at the edge
• Key exchange and freshness is a challenge
• Trust assessment and management is a challenge 

• Integration of OT == ICS+OT and IT + OT convergence
• IT is moving into the OT space and there is a clash in principles

• More data moving up than down (volume increasing)
• Challenges in addressing data provenance (devices, software, and data)
• Data provenance becomes more complicated. 

• Compliance vs technology tradeoff



Cybersecurity at the Critical Edge.
• Secure and Resilient 

Distributed Manufacturing
Through the NSF DREAM Research Center, we are 
building the foundational cyberinfrastructure that 
will bring Distributed Intelligent Additive 
Manufacturing (DIAM) to New Mexico and 
beyond.

Collaborating across 4 research institutions with 
specialized skillsets in cybersecurity, artificial 
intelligence, distributed networking 
systems, advanced manufacturing, 
and industrial engineering, to build future 
workforce.
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high reliability, albeit without stringent latency constraints, are
classified under Type II. Conversely, Type III encompasses
messages without rigorous specifications. This packet differen-
tiation can also be achieved by utilizing network slicing in 5G
networks. Network slicing is a feature of 5G technology that
fundamentally reshapes the network landscape by partitioning
a single network into multiple virtual networks - or ‘slices.’
Each slice can be independently managed and orchestrated,
with its own defined capabilities and characteristics, tailored
to meet the specific requirements of a smart grid application.
This facilitates the optimized allocation of network resources,
guaranteeing that applications with diverse demands for band-
width, latency, reliability, and security can coexist and function
efficiently.

B. Threat Model

The communication network of the smart grid can become
the target of malicious cyber threats, notably Denial-of-Service
(DoS) and DDoS attacks. DoS/DDoS attacks employ tactics
including network jamming and voluminous data flooding.
This can disrupt the communication between DERs and
other integral components of the network, leading to de-
synchronization and performance impairments. Large-scale,
coordinated DDoS attacks can impair the controller’s ability
to gather measurements from the rest of the network devices
and prevent transmission of setpoints to BESS. The potential
fallout can be severe, threatening grid stability and lead to
grid failures. To better understand and prepare for such attacks,
we’ve modeled a realistic attack vector targeting the controllers
and lead DERs.

This makes lead DERs corresponding to the DER cluster a
valuable target for DDoS-generating adversaries. Adversaries
can identify these pivotal nodes through collusion and sys-
tematic exploration of network topology. In a compromised
network, distributed adversaries, defined as the set A =
{a1, . . . , an}, can join the network after it starts operations.
These adversaries perform traffic analysis, logging packets
to identify the most frequent packet destinations, which will
be prime targets for DDoS attacks. Given that the central
controller and lead DERs receive the most packets—intra-
cluster and messages transmitted between the central controller
and lead DERs—they can be identified by data volume.

Fig. 2: Selective activation of 5G or traffic rerouting in
response to DDoS attacks.

IV. RESILIENT ARCHITECTURE INCORPORATING 5G
5G technology can complement wired connections by serv-

ing as a backup transmission path. In instances of DDoS
attacks or link failures, the system can be designed to activate
the 5G network selectively in order to allow specific traffic to
be rerouted, thereby ensuring the continuity and resilience of
critical communications as shown in Fig. 2.

In IP architecture, each device is assigned its own IP
address. Each IP packet includes a source and destination IP
address, which is used to route packets from the source node
to the destination node. For NDN architecture, we utilized
payloaded interest (an interest with data payload) to push
information to the destination. We adapted the naming con-
vention from [20], which also uses payloaded interests. This
naming convention follows the form “/priority/destination
/sequence-number”. The first component denotes the priority
of the packet, the second component denotes the destination
of packet. The third component is the sequence number of the
packet, which can be chosen to be unique in the network.

Algorithm 1: Attack Model
Result:

Input: Set A of attack nodes.
Output: Set NI of important nodes that when

attacked undermines the grid functions.
1 initialization;
2 for ai 2 A do
3 for monitorT ime do
4 Monitor all packets;
5 Create a frequency log with destination nodes

and frequency count;
6 end
7 Coordinate with other colluding attackers

ax 2 A \ ai to create a combined frequency log
of observed network nodes and their with nodes
and frequency count;

8 end
9 Select the top three high-frequency nodes (say,

n1, n2, n3) to attack;
10 for each attack target n1, n2, n3 do
11 Choose two closest attackers (aj , ak) 2 A;
12 Both aj , ak send a flood of malicious packets to

the target;
13 end

Algorithm 1 describes the coordinated DDoS attack.
We assume that the network has several DDoS attackers,
a1, . . . , an 2 A spread across the network. Each attacker ai
observes the network traffic in its region for a set amount
of time (monitorT ime). Adversaries in IP networks collect
source and destination info on packets, while adversaries in
NDN networks rely on a naming structure. In our naming
convention, each sender applies a unique identifier to ensure
they don’t get aggregated. The attackers in A collate their
observed data together to form a picture of the network.
This allows the attackers to identify important nodes (such
as lead DERs) that can be subjected to a DDoS attack by

• Resilient Communications in 
the Smart Grid

Denial of Service (DoS) and Distributed Denial of 
Service (DDoS) are the most common forms of 
cyber attack, and they present a severe threat to 
smart grid communications. 

The use of 5G for backups/reliability of 
communication has been discussed in the 
literature. However, there hasn’t been an 
evidence-based analysis. We are working on that. 

Selective activation of 5G or traffic rerouting in response to DDoS attacks. 

• Resilient Machine Learning (ML) and AI
In augmented/virtual reality applications, integrity verification 
of the outsourced ML tasks is critical as the edge device could 
be compromised. Fides features a novel and efficient distillation 
technique–Greedy Distillation Transfer Learning–that 
dynamically distills and fine-tunes a space and compute-
efficient verification model for verifying the corresponding service 
model while running inside a trusted execution environment. 

We consider the integrity verification of Machine Learning- as-a-Service inference, where 
clients send their data to the edge servers for ML inference tasks. In our proposed framework, 
Fides, we aim to detect any malicious misclassification caused by a malicious edge server when 
running the clients’ inference tasks.  ACM AsiaCCS’2024.



Machine Learning and the new frontier.
• Distributed and Federated 

Machine Learning
• Efficient aggregation
• Trustworthy operation
• Data is the Emperor

• Quality, Accuracy, Trust, Provenance 
Chain.

• How to have trustworthy, 
dependable, robust models 

NDN in Edge Centric Computing with Hierarchical ML Processing


